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ABSTRACT

This presents a case for basi IadS(thenuwork!ayer)dAmatemPadmRadomdn'datamm
ool ¥ (Intemnet Protocol) and TCP (Transmission Contrd Protocol) be

intact as the standard Level 3 (Netwark) and Level 4 (Transport) protocals for Amateur Packet Radio,
ain why it, as a datagram

further pr that the DARPA protocdls IP

1 will then provide an overview of TCP/IP, exd

e by

, is more suitable for ouwr needs than the

protocol
virtual-circuit protocol CCITT X.75, and show how it would be used above the AX.25 Level 2 protocol already in use.

1. Datagrams and Victaal Circuits

A fundamental characterisic of ARPA (and several
others,eg Xerox PUP [15]) provocds is the choice of
"datagram as the ntal unit of communication
within the petwark. To understand what this means, a
ddndmgramap;roadzwxdnsdndnvd,

the dreuit,” is needed.

1.1 Wkot is a Datagram?

‘Ihe\vord"datag:am is caned from the words "data” and
"telegram.” Like telegrams, dat are simple one-shot
messages; each is contained in that it includes the full
source and destination addresses, contrd information and

user data. Each datagram is dy processed

the network.  All information by a packet smg
to route datagrams the nework is whdly
contained within each da No state need be

maintained by a packet switch between datagrams. There
are many amalogies to this mode of operation besides
telegrams: mailing a letter, sending elecoronic mail, or
xmgamssagemdxmm radio National Traffic

The network makes a "best effort” attemgx to deliver each
datagram.  If datagram delivery is impossible (e. dueno
neswork congesdon, buffer ov o an

unreachatie destination addrcss), a packet switch may

discard a dat tagram protocols (such &
1P, to te descnt late:)xegnreduandfonbemadem
notzfydtsmderadt

are never discarded lighdy; however, there are
y vag;ffmg degrees of "bestdateﬁcxt" d?:teqmu;lﬂbe

ore "giving up” on a m
amam—eﬁona:%dmgle ve:ymcmsmc "cost” (In
some sense) of sending the data or affects the user
in some other way, e.g., by easing throughput o
increasing delay. d’as dismssedlfy dwlmq’ gives th(: mﬂn
the ahili ,xfdsue o impartance (1.
mge mdtoxrﬂuemeanyua&cﬁs

dday,reha ity and throughput that might exist
in individual links and gateways within the networ

In any event, a datagram user must always be prepared
cope with the occasional loss, cut-of-sequence delivery or
duplication of datagrams umadbynetwu-k cangestion of
switch or link failure. Since gyﬂ abgvpgmnom recuire
eed service, a ste, pmwcolusng
%ﬂﬂ aclmowled%m and retransmission of lost
datagrams is generally used "on top” of the unguaranteed
datagram service.
1.3 And Iz Ths Other Corner... The Virteal Circeit

As the name implies, "virtual draut” nstworks (hereafter
ablreviated "VC networks") are ariented to provide the
g e of a direct cormection between a pair of users.
The netwark sets up a fixed pach though the netwark to
ﬁzdsnmmfordndmanonddtususmmm

czExm'una y be shared by several users (i.e., the
ptwsmlfa nsmnadedcamdwasmgiemer),
connection is "virtual.”

Dat
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A spedal "call senup [ope, through the
wwahaﬂ&xsmm?a&ha%mﬂ“mm
internal table so that the data packets that follow may be
ce%egym;gw&gdsmm Thebe;t dt:
a pewark is telephane system, although
analogy isn't perfect because the tel network
usually dedicates fixed physical resources (a wire pair or a
dzanndmanRmea)machcaﬂ

in mst VC netwarks is static; once it is

atsempm,augeckasfollwdesamme
uothedemnanm. As long as all links and switches
traversed by the virtual call remain functional, the users’
data will be properly delivered in sequence. However,
should a switch crash or a link f2], all virtual drcuits
mmgdwaffmdmmhchnkwﬂlbedfcppedaﬂany
data in transit will be lost.

Vhen the user is done with a virtual dreuit, it is deared.
This removes the informatian about the call from the
memary of each packet switch alang the call's path.

1.3 Discession: Dategrams Vs. Virtasi Circuits

Manyap;ixcauas,mdxasmmemnalamsma
computer, require a reliable, flow-controlled “stream
cornection” between two end , regardless of how
this might be implemented in bowels of the network.
lerdare,duxssueuNOTuhmrmems}undbe
gt  be implemeried Sl e copept o 5
it t to be imp concept of a
"virtual crouit" be ocnfired to the endpanrs of a
"connection” ms!mﬂdxtpumeatzﬂrch&mdmlowu

levels of the network?

The choice has may implications for reliahility,
flexibility, ease of im;iememanm, efficiency, and
adaprahility to varying user-level sarvice requirements.
The dedsion is a tradeoff, and often the chaice depends
o those characteristics comsidered most  impertart,
Neither approach is always superior.

1.3.1 Ease of Implenemation Datagram packet switches
are comsidershly easier to impiement than VC switches.
The lack of spedal "call senp” and "call dearing” packets
means that all packets are alike as far as the swirch is
o e peches (vpcaly based o & roviog Bbe S0 B
or the pac y m a routing

periodically updated from its neighbors) and send the
packet on is way. If there is a serious problem with the
packet, the switch is entitled to it; no intricate
error-recovery procedures are needed. Since the “what o
do when things go section is the largest, most
dff;aﬂrwwntemdkastxdmucmcndalmmmy

wgqmngmpa,mmuksmmmuﬂy&sm
dreuit networks estau.shﬁxedmﬂsmrmglanetworkd
packaswwcluandhnks If a given link fails or becames

overly there is no easy way to reroute
estal vmudurcmtsmalwmanepaﬂs

1.32 Dyamic Roaing As



Det , with their self-contained namre, moy be
individually routed without regard to any end-to-end
onnections that might exist at a higher protocol level.
ﬂﬁsrmk:afiltipossx%lemrgstma -pac‘k;basiseo
chang% i c conditions network reccrifigurations.
Much

the work to date in non-amateur packet radio has
been done in a mobile environment, and dynamic routing
is essentil here because of the constanty changirg
topalogy of the network.
While it is certainly possible to make routing decisions
based on link loading at drcuit sequp time in a virtual
dircuit network, this is less resporsive to rapidly changing
network conditions than the ahility to route o a per-
packet basis.
133 Overhead This is the primary objection that is made
against datagram protocols. VAr dreuit protocals
require that camplete addresses be sent anly at circuit
setup time. Once the table entries are made in each
switch along the path of a virtual drcuit, anly the index
into this table (referred to as a “virtual drcuit number”)
need be part of each data packet far the switch to route it
ly. Depending on the size of the data fidds, the
ger headers involved in datagram packets can involve
consideratle overhead. This is ily tue with
interactive terminal traffic that often consists of single
character packets; it is much less of a factar when data
fields are larger.

Qn the face of it, virtual drcuit Is seem to win the
overhead argument hands down. However, there are
applications where the direct availability of a datagram
service to the user (e.g., the ARPA Uker Datagram
Protocol, UDP [11]) resulss in fewer packets and bits
being exchanged to accomplish the same task.

Such applications typically have a ‘“dient-server”
characteristic. For example, a database server migit be
set up to provide "directory informadon” (i.e., providing
the netwark mumber oorresponding to a given station’s
name). Most transactions with such a database server are
short; the request and replies each fit easily into single
datagrams. In a virual drcuit netwark, a virtual drcuit
must be first set up between the dient and the server, the
request made, the response received, and the virtual
drecuit tam down. This dearly results in more network
traffic than if one-shot datagrams were used at the
network level, avoiding the overhead of setting up a
virtual drcuit far such a short "connection.”

To answer this objection, the X.25/X.75 protocdls indude
an oxional "fast select” feature that allows user data to be
sent in the same packet with a call request. Fast select is
not, however, a substitute far datagrams. A virtual circuit
is stll being established, although for a short time. A
reply packet (typically a INDICATE), with ar
without daa, is still from the destination within
atizmlixritind?csedbymemtwak, and the data fields
contained in either packet are Limited to 128 bytes; there is
no fragmentation fadlity. This is considerably less general
than a "true" datagram facility.

However, in the cammon situation where the application
requires an end-to-end connection for a relatively long
time, virtual drcuit networks do require fewer btits to be
transmitted than do datagram-based networks. In
situztions where the traffic consists primarily of single-
character packets (e.g., interactive terminal access) and
gfﬁddem use of slow and l've transmission ﬁdhbgg
is of supreme importance, ower per-packet over,

o the virtal arauit approach can be the overriding
factor. [13]

While amateur packet radio is currendy severely
constrained by obsclete Bell 202 modems and 1200 baud
transmission, decicated RF modems operating at much
higher (orders of megnitude) are now being
inroduced. [16] Since these modems will not cost much
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more than those aurendy used (assuming a dedicated
racic), this will almost completely mitigate the overhead
argurent,

1.34 Reliability DPecause a datagram ootains all
information nevessary to forward it anto its destinaticn,
no state has to be meintaired in a datagram packet switch
between pack:zs, This makes datagram networks much
mere resstant to real-world occurrences such as power
Egdu, scftware failures and nosy visitars who push reset

tons.

Since the reliability requirements are less for a dat
switch (since it has no valatile table of virtual dircuits to

safeguard) such measures &s battery backup can often be
di with.1 The aﬂyinfmnaxionthans%jcaﬂylost
within cdatagram packet switches during falures are

routing cectivity tables (assuing a distributed routing
algorithm is used), but these can be quickly rebuilt from
oe’s neighbors.  Virtual circuit switches, on the other
hand, must meintain the infonmation provided to it at
circuit setup time o rcute successfully each data packet of
a virual comection. In , this information cannoe
be rebuilt fron aue’s neighbors, and the end user must
ﬁmwshdrmmal' circuit and recover from any lost
a.

To achieve maximum relizhili inst internal network
problems, both datagram virtudl drcuit networks
require a higher-level end-to-end “transport™ protocd. A
mppngomolmomﬁunvaﬁmsmrsmatnigm
cceur in the network (lost, reordered or duplicated packets
in a datagram network, or dropped virtual drcuwts in a
virtual drouit network).  The transport protocol used

the ARPA data d, IP, when reliatle stream
commumication 15 desired is called TCP (Transmission
Control Protocol).

A major advantage of an end-to-end protocd such as TCP
is that it provides ion ageinst data corruption (as
well as loss) aiong the ENTIRE network path.  Link level
error detecting codes (such as the 16-bit CRC in AX.25)
protect anly against errors o transmission links. Without
md»no-emitg:wcdm, a user is still vulnerable to data
corruption can occur in a packet switch between the
reception of agackzt and its retransmission with a freshly
regererated CRRC. The probability of this occwring in a
single packet switch may be accepably small, but in a
large netwack composed primarily of inexpersive
micrccomputers without memaxy error detecticn, errors
are inevitable.
Many virtal-circuit daim that their networks
povide "reliable” service with less complexity than
datagram networks because they do not "need” an
elaborate end-to-end mmﬁmd. However, many
X.75 networks provide N to-end transport protocal
a all, and as a result the user is still vuinerable to failures
within the petwork that can lose information or drop
connectians. In practice, this happens often enough to be
annoying. With an end-to-end transport protocol an a VC
netwark, the reliahility can oach that of, say, a
TCP/IP netwark, but now tzal  implementation
corqie:dtyismexhcmddrﬁmdmyat
multiple levels.
1.3.5 Grades of Service VC networks are implicitly based
m the assumption that all applications require a reliable,
flow contrdled stream “comnection.” However, there are
several real-time* spplications that either do not require
1. Most ilyres are brief, and if the switc
e s
to-eni dfcd (cr 1if an alemate route is avmlagaeé
the or.lf ect a mamentary “freeze” on
transfer, not a connection.

2" time" that the ipformati
bg%lmmmeﬂyimamgmmgﬂ




this of service or camot tolerate any overhead
intr by it.
The best of an application in this category is
packet vaice. coversing on a telephone channel
are sensitive to long transmission delays, especially if they
are irregular., In contrast to data transmission, however,
human s can tolerate a certain amount of lost of
data because of its great redundarxy, and
“perfect” reliahility may be sacrificed to reduce delay.
COther cxanges of real-time applications might indude
television (“digital SSTV") and satellite telemetry. In each

Eiaoe. For example, real time satellite telemetry gai
ittle from retransmission of lost frames; the user might as
well wait for updated infarmation (and then interpolate
the missing values) instead of falling behind by trying to
recover data that is already out of date. If a same
higher degree of reliahlity is needed (but the cost
“perfect” reception is too high) the satellite might simply
repext each frame of data several times to increase the
chances of successful reception, or use other more
camplex farms of forward error carrection (FEC).

In a datagram network, these kinds of gpplication-specific
tradecifs zre easy. For example, comird hits in each
datagram might selet the use of hop-by-
o Igyﬁ vcadmoMedk' e v her
cations - grments
need thegg c;mr)n. r applications might place
different levels of i on differert messages e.g.ﬁ,
eme vs routine traffic) but because VC netwar
icaily traffic on established virtual drcuits cn a
t-come, first-served basis this is difficult to do.
While it may be a while before amateur packet radio
networks have the capadty to handle packet vaice at a
practical level, it would be unwise and shortsighted to
adopt a protocol that would effectively preciude it from
our netwark. Mxhowldbeﬁgaimdﬂn'oughdrjdniuxig
of resources that could occur it a camman netwark o
satisfy the needs of amateur data and voice users.

13.6 Broadcasting Virtual drcuits are inhererly point-
to-point and usually fullduplex, and thus they do not lend
themselves easily to the notion of a "broadcast” msﬁ
Sending the same infarmation to N receivers requires

N virtual drcuits be created, one to each receiver, and
that N copies of the data be transmitted. This is dearly
wasteful when the underlying media permits broadcasting
(such as Ethemet [10] or radio), and datagrams are a
much mare natural sdlution.

Given that reliahe delivery to every receiver in a
broadcast environment is much more expensive than
reliabe delivery to a single destination, it is even more
appropriate t provide an unguaranteed service. As with
simple point-to-pant cormecucns, a reliahility-improvi
mechanism appropriate for the spedific application woul
then be implementad on top of basic ast datagrans.
Orher situations where troadcast mechanisms are useful
indude the oconstruction and exchange of routing
information, and in distributed processing to manage a
calection of systems providing a set of services.

As with dynamic routing, datagrams do not, in
themselves, save every problem involved in broadcasting,
hndz%domlpredcdcitamigttmdovimaldmuit
natworks.

“deadline” i ched. ormati ivi ter the
dmddhxigis&d?s.evm msregn’» &x%
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3. Wiat b TCPIP?
The ARPA Transmission Control Protocol (TCP) [sll_and
the ARPA Inremet Protocol (IP) {1) are part of a larger
collection of protocols that enjoy widespread and rapidly
wing usage within numerous cammerdal, research and
military computer networks.
Before delving into the internals of these two protocols, it
is necessary to understand the needs of their developers
and environment where they were designed.
The ARPA research community that designed TCP/IP is a
wer (as opposed to a vendor) of hardware and
communicztions facilities, this a major impact m
its design. [9] A basic requirement was the intercannection
dn;anydxs;inﬂarmdmpmers,usingduﬁdst
possible variety of link-level petworking hardware and
protocds.  This was important for two reasans: first,
much of the hardware already existed and couldn’t be
thrown awzy. Second, the user community wanted a
“hardware ind et" protocd to guard against
beccming "loc in"mmycmvezﬂor‘spodxm. This
is in contrast to a vendar's usual incentive to establish
standards that favor the use of ones’ own products over
those of the carpetition.
It was found that the networks in use vary radically in
their characteristics. Some suppart the om of
"connections”; others anly ﬁoﬁde unguaranteed delivery.
All vary widely in reliahlity, transmission s and
addressing formats. The datagram was the anly feastie
choice as the "common unit” of transmissicn that could be
"encapsulated” on each of these heterogeneous networks.

Other ARPA requirements induded robustess in the face
of intena network falures and reconfigurations,
provisions for pecedence, dass-ofservice security
dassification, and optional user specified routing. Because
no exisin Is sxwisfied these requirements
(including X.25/X.75), it was necessary to design
a new set of protocals. )

The widespread acceptance of TCP/IP outside the military
community that crigmal;‘éimsomd its design shows its
success in meeting the of a wide variety of users,
not just those of the military. The latest available figures
show that address assignments have been made to a toral
of over 3,000 distinct networks of ing sizes. About
half of this total represent Defense Government-
spansored research izations that are interconnected
to faom the ARPA Intemet, while the rest are
independentt private (mostly comimercial) networks. While
the exact total mumber of hosts that the Inernet
prooodls is unknown, the ARPA et host file
currendy contains 1,146 hosts, ranging from IEM PCs
large timesharing systems.

Planning activities within the Intemational Sandards
Qrganizaticn (ISO) now indude the design of a protocd
based cn TCP/IP (TP4), although the T seems to
remain adamantly opposed to this type of protocol.

In the following sections, I will discuss the major features
of the ARPA IP and TCP protocols. In generzl, the
staterents made earlier about datagram protocals apply o
TCPIP. In addidon I will ra‘m out some differences
between TCP/IP and X.25/X.75 that are spedific to those
protocdls  and  not  necessarily related to  the
datagram/virtual dreuit selection.

2.1 The Internct Pretecsl OP)

The Intemet Protocol (IP) occupies level 3, the network
layer, in the ARPA "swite.” As its name implies,
IP is the "universal language” of the network; it is the
"Esperanto” of a larger netwark buillt up trough the
irreromnection of many smaller, heterogeneous neswarks.



IPis adat protocol that makes minimal assumptions
abandraﬁx:h?xtmcs. IP headers contain anly that
information necessary to provide network functions such
as addressing, dasses service, precedence, etc. In
particular, there are no endto-end features such as
guaranteed delivery, flow contrd, sequendcing, or other
services commonly found in virtual dreuit preooodls. As a
result, IP is simple and easy to implement on a wide
variety of networks, including many that camnot direcdy
support  virtual  direuits. iate relay points
(hereafter called "gateways”) only need implengnt IP in
addition to whatever link level protocds are being used;
any end-to-end functions remain the domain of higher
level protocols in the user systems.

The maximum size of an IP datagram is 65,536 .
Since many (most?) networks cannot handle such
packess, IP provides a feature called fragmeration. Thus
alows a gateway faced with a datagram that won't "fit”
into a given link level protocal to split it into several
smaller datagrams that will. Each "fragment” behaves
likeascparatedaﬁaminisownrightandwﬂl
propagate independently through the netwark.  Cnly when
they arrive at their destination will they be “reassembled"
into the ariginal, larger datagram and passed to the next
layer protocal. As we will see later, this is an importang
fﬁim-emastdzusedImepdAX.?jmkz

Each IP daragram contains a "Time To Live" (TIL) fiedd
that is decremented as the datagram propagates through
the network. If the TTL reaches zero befare the datagram
is delivered, it is destroyed. Of course, the TIL field is
set to a large enough value so that the datagram is likely
to reach its destination; however, if a transiert routing
loop occurs in the network the daragram will not circulate
indefinitely. rheI—:ven ﬁif ddm routmggh lcplgvel evertually
disappears, TTL field protects higher prococals
by establishing the maximum interval when they nust
%fdagaimtduplimmdaparﬁadardmagram The
feature provides backup protection agaimst buffer
deadlock by ensurin gﬂntadatéﬁnmvamnaxm” in the
petwork indefinitely. A cdl (athough admitredt
impractical) analogy might be the pladn datim:bomg
in each car entering New Yark City. Normally, the cars
leave the city in plenty of time, and there are few (cr no)
explosions.  If gridlock occurs, however, even in the
absence of any other acions twken the problem is
guaranteed to go away eventually by itself!
Several features of [P are not used frequently encugh to
justify their indusion in every datagram These TP
cptions™ are listed in [2], bur the st interesting anes
indude:

1. Source routing. Normally, gateways do their own
routing, but two forms of user (“source”) specified
rauting are available. One, "strict source rouxiﬁ
specifies the exact path that must be used by

gram; if this path is invalid, the datagram is
discarded and a failure repart is sent to the user,
The other form, "locse scurce routing” allows the
user 1o anly partially specify the route; the gateways
are free to determine paths between each user-
specified point.

2. The "record route” option asks the gateways to route
the datagram automatically, but to record in the
datagram the path used.

3. Related to the "record route” option is the “Internet
Timestamp" option. This option requests that each
gateway record the time when it processed the
datagram.

Most datagrams are sent without of these options.
However, they are extremely useful for special functions
such as testing or callecting statistics about spedfic paths
within the network. It should also be painted our that
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X25X.75 provides none of these features. If they are
considered necessary far amateur packet radio they would
have to be added to those protocols.

A spedal "prowocd” called ICMP (Intem:t Contrd
Message Protocol) is considered an integral part of IP.
ICMPissixxlyasmdardwayfamIPga:ewaymsmd
a report back to the ariginatar of a datagram when same
urrecoverable error ocaurs. Gateways are required to
generate JOMP messages whenever a data must be
dropped for any reason, with the sale excepton that ICMP
messages are never generated about other ICMP messages
(to avoid endless ). ICMP messages report such
error situations & invalid IP header formats, unreachable
destinations, buffer ocongeston, tmetolive fields
expiring, etc.

Other ICMP messages are of 3@ more advisary nature,
The "Redirect” ICMP message is used o notify a host's
routing algorithm that an altemate gateway is a more
o&t:'galmthtoagivmdwinaﬁm There is also an
I “echo/echo reply” message pair that allows a host to
monitor nework perfanmance by "pinging” ecdho requests
off selected destinations, perhaps using spedfied routes.

3.3 The Transmisslen Centrsl Pretecs! (TCP)

TCP is the standard ARPA Level 4 (Transpont) protocd.
TCP, and nox [P, provides optional end-toend "virtual
dreuit” service to applications that ire it. Consistent
with the conoept of adatagramwwaﬁ TCP resides only
a the endpants of the connecion (typically in the
conputers containing the ap;iicaﬁonmzogrm) and ot in
the intermediate gateways. TCP takes the (potermially)
unreliable service provided by P and provides a reliatie
stream.  Therefore it must uence dat that have
been delivered out of sequence oy the network, detect and
discard duplicate datagrans generared by the network,
and request retransmissions when data is lost altogether.
While internal details of TCP are beyond the scope of this
paper (see [3] for the formal specification of TCP), several
of 1t key features can be mentioned here.

QOre 1s thar each character of data hias its own sequence
munber. This doesn't mean that TCP sends single

character peckets; TCP " " (i.e., the datagrams
that it sends by way of IP) can be of any lengthup o a
limit negotiated by the "maximum et size”

option. However, in oconwast to X25, ncever
acknowd edgrents show exactly how many bytes of buffer
space (the "window”) are available.

In X.25 levd 3, ence nurrhers refer to "packets” that
could be of any size fran 1 to, say, 256 bytes. The
receiver’s "vocabulary” for flow cotrd is limited to two
ases: "receiver ready (RR)" and “receiver nx ready
RNR)." How MUCH the receiver is actually ready to
accept when it says "RR" must be agreed on in advance
and spedfied to the protocds. The maximum is 7 with
standard ce nurbering, while a typical value is 2
packets. This means that the receiver cannce confidendy
indicate that it is ready to receive any data at all unless it
has at least enough buffer space for two full-size (256
byte) packets. Ar the other end of the ircuit, the sender
may send no more than two (in owr fypicdl example)
packess, even if each of these packets oontains only a
single character. This obviously limits efficient buffer
ilizadon, and can severely limit throughput as well.

2.3 AX.2S snd Digipcatsrs: A Peor Man's TCP/IP?

Those who have fcllowed the development of AX.25
Level 2, partcularly the digipeater feature, may have
notioadaomainggmliarsimlarityw@:waydﬁqgsare
dane under TC/IP.

What we call "AX25 Leved 2" is, in fact, composed of
two disting "sub-layers.” The of these ™wo sub-
protocdls is the familiar connection-oriented, end-to-end



byte stream protocal essentially identical to X.25 LAPB.
However, the essential changes that were made to X.25
LAPB to form what is now known as AX.25 Level 2

: T - agram layer below

wmmczskmeddreodyhawemmhﬁims(i.e.,m
gi'pmmmmed) it looks reasonably like an ordi
i Le;rteularomcol. However, when digjpeaters are used,
the virtual-drcuit level of AX.25 (the transmission of
connect requests, sequence numbers, eic) is “promoted” to
serve as an end-toend transport analogous to
TCP. 'Ihed:gp&tuis,infaa,mdingmedma
datagram bas cket switch, although it is very simple
because it can’t do routing.

Nor would automatic routing by digipeaters be desiratle,
since LAPB, which was intended solely as a lnk level

d, does not make a very transport rrotocd.
%e, it is totally cmfusesogydpackets that arrive
out of arder or duplicated, events that inevitably ocawr
occasionally in datagram networks with automatic ranuég
mechanisms, but not on the point-to-point links for whi
it was designed ‘There are also situations where
infonmtionmbelmtinMPBrequiﬁn%dﬁmvayby
higher level protocdss; this is unacceptable vior ty a
transport protocal, the user’s last defense against data
carruption.

However, AX.25 withog digipeaters is entirely suitable as
a link level mechanism for relaying IP datagrams from
one packet switch to another, and it can play an important
synergetic rdle here. A major problem with our existing
ad-hoc digipeater netwarks is the lack of hop-by-hop
acknowl . If a packet in transit down a chain of
digipeaters is lost for any reasan, the transmission must be
restarted back at the source. Even more wasteful is the
loss of an acknowledgement in transit, as this requires the
retransmission of the data being acknowledged as well as
the retransmission of the acknowledgement. If the
probability of successful transfer between adjacent
digipeaters were high encugh, end-to-end retransmission
would be rare and would not be much of a performance
problem.  However, many problems, induding the
hidden terminal problem,"” poor RF links and
overloading, cause significant numbers of packets to be
lost in real digipeater networks. If IP da were to
be sent in "raw" HDLC frames, a long multihop TCP/IP
oonnection would suffer as much from this problem as a
long multihop AX.25 comection.  However, if an AX.25
link existed een each pant of a long path, with the
regular acknowledgment mechanism being used to increase
the chances of a packet being successfully relayed anward,
the efficiency and throl t of our netwark would
increase dramatically. The end-to-end transport functions
wauld instead be handled by TP, a much more robust
specifically intended for this  job.
ransmissions by would be quite rare and would
occur anly when a link failed or became congested within
the network.
It is in this way that AX.25, as a layer 2 protocol, and
Sxaioent Guh ober w Frte a eleceve oD
ement T to an effective
network. The next section deals with the details of
consummating such a marriage. Much of it is modeled on
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an existing standard for the transmission of IP data
merhzbthataNetworksmingdwxzsmmi;i

S. Ssading IP Datxgrams ea AX.25 Links

IP was desi to be easily "enveloped” in a wide variety
of link level protocols, and the AX.25 link level is easily
capable of supparting it. However, a standard must be
established, and several items have to be addressed. A
oposed standard is presented here; a summary is

AX.25, anly a single value had been defined: hex KO,

m"nolayer ", i.e., send the packet directy to the
inal. For AX.25 Versin 2.0, the Protocol ID byte

hex OC has been defined to mean “Intemet Protocal.”

3.2 Scrvice Mappings

Two types of frames (I and Ul) in AX.25 may
information. Iframes are sent using the full LAP]
o it TR0
acoess to ying datagram T an
do not provide guaranteed delivery. How should the
"dass of service” tits in the IP header contrd the selection
of the frame type used to send the datagram?

Two "dass-of-service™ bits are relevant, "low delay” and
"reliability." A reasonable mapping would seem to be the
following: If the “low delay” bit is set (and the others are
not), then send the datagram in a Ul frame (i.e., do nct
use per-hop acknowledgements). On the other hand, if
the “reliahility” bit is set, then use I frames (i.e., use
per-hop acknowledgments of AX.2S level 2 to increase
chances of the datagram being successfully transferred to
the next gateway). If neither (or both) of these bits are
set, then 1t is up to the individual gateway whether to
I o Ul frames. This choice may be based on local
lt'ivcnrlzdit:'icms, e.g., experience in the reliatility of a given RF
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It is not dear how the “throughput” bit should be
interpreted, so for the time being it should be ignored. In
the ARPA Internet, it is gateways that must
o P, L 50, B 7, e
terrestri a t

satellite channel in reaching a given destination. Y
3.3 Fragmeatation

The AX.25 Level 2 document specifies that the maximum
size of an Ifield shall be 256 octets. This means that an

IP datagram thae is larger than 256 octets must be split
into several using IP’s fragmentation fadlity. Since hosts
o the ARP.

often send 512 byte datagrams (to
reduce header overhead) this faclity must be i d
if our netwark is to interconnect with no-AX.25 based
sites.

5.4 Addres Rsclation

An TP address is a fixed-size 32 hit field, too small o
contain an amateur callsign. Widening this field is out of
the ion since it would no longer be IP (remember
that IP is the basic, universal protocd that is absdlurely
standard across a wide variety of systerms). Nar would it
be desirable to use amareur callsigns as IP addresses even
if they did fir, but this is a topic relegated to my
companicn paper, "Addressing Routing Issues In
Amateur Packet Radio.” 4

Therefore, there must be same way to map between the
addresses used at the IP level and the addresses (call
signs) used at the AX.25 link level. Fortunately, an
almost identical problem has already been salved in the
ARPA community, that of sending IP datagrams over the
Ethemet local area network.



Ethernet link level addresses are 6 bytes long. Unique
addresses are pr d by the manufacturer into a
ROM a1 each met catraler, and they camot be
exsily ed by the user. After several unsatisfactory
ad-hoc kludges, a sauticn ed by David Plummer of
MIT was widely adqxeg and it has worked well.
Plummer's Address Resolution Pratocd, ar "ARF” [6]
(not to be cmfused with "ARPA") has been widdly
adopted and is general enough 0 wirk on other
broadcast-type local area netwarks besides Ethernet (such
as packet radio).

ARP waks as folows. Whenever a station needs to
determine the link layer address (e.g., the Ethernet 6-byte
address or the AX.25 Level 2 call sign and sub-station ID)
carﬁrom?ngmagivm&ﬁtl?add.m, it broadcasts a
special "ARP Request” packet on the channel. The station
with the requested address respands with an "ARP Reply”
ﬁcket containing the desired link level address.
aturadly, to avoid having to invoke ARP for every
datagram each IP station maintains a cache table of IP to
link address carrespandences. This table does not have o
be large since it will contain cnly those stations that are
"neighbors,” i.e., stations to which packets can be directly
sent using level 2. Packets addressed to more distant sites
will be sexnt first to a gateway, and it is only the gateway

whose link layer address is needed. Ertrias in the ARP
table are , occasionally purged, and replaced with the
replytoa ARP request to allow far the possihility of

network recorfiguration (i.e., stations changing their IP
addresses.) ) )
The beauty of ARP iS that it works automacaly and
trans ly. The IP layer need not be concemned with
liuhlgyuzxidx&es,arxit}meismmedmrmimain
manually a table of IP and link level addresses. In
practice, I1IS even possible to swap Ethemet boards (and
their addresses) between camputers without any adverse
CONSequences.
ARPA has already assi an ARP "hardware type"
Bl 3 ARE o

vauedof 310 est and repl
ﬁ?;k)esvuﬂlmyAXZSIﬂeHPm Identifier

3.5 Addreming and Reuting
This a majar challenge facin higher level Amateur
Radri: y Vu'tuj gymit %—‘Edmm, Since
the purpose of this paper is to argue the case for TCP/IP,
I have devoted a campanion , "Addressing and
Routing Issues in Amateur Packet Radio," to this topic as
these issues apply equally to an IP ar a X.75 network. I
will simply mention here that ARPA "(lass A" network

mmbu“hsakadymenm;ig‘edwmmm
radio through the foresight of Hank Magnuski, f
IP addresses are always 32 bits wide; addresses within the
ARPA assignment would contain 44 (decimal) in the first
8 bits of the address, and the assignment of the remaining
24 bits is left up to us. This provides the ahility t©
address 16,777,216 individual staticas.

4. Conclusions

It is difficult to summuarize in just a few words what has
been argued about at length by so many people, anly a
iny fraction of whom are involved in amateur packet
io. Nevertheless, TCPIP’s proven flexibility and
adapeahility makes it an extremely attractive candidate for
our needs. It already provides virtually function we
reed in an amateur packet netwark and can be adopted
exacdy as-is, keeping open the _Kgxsﬂility of drect
intercormection with non-amateur TCP/IP networks.
TCP/IP is ideal for amateur radio, a heterogeneous
environment where stations come and go, propagation
paths change, satellites rise and set, and users
with new applications and transmission schemes
unforeseen at presert.

hmm&gngandx%mmhmeﬁrdmd
protocals or a homogeneous common carrier
evircnment with static netwark topdogies, reliable
nodes, point-to-paint trarmission linss, and a limited set
of user services. Many ad-hoc changes would be required
if they were to be used on amateur packet radio, creating
new, unique and incompatible protocds. Intercannection
with porr-amatewr networks would require  protoca
conversian gateways, a torally wnnecessary camplication.
Virtually all non-amateur packet radio systems use TCP/IP
(and none whatscever use X.75, to my knowledge).
Furthermare, the fact that amateurs are already using a
protocd much like TCP/IP (i.e., AX 25 with digipeaters)
gives strang suppeet to the convenience, flexihlity and
simplicity of this approach. If we adopt TCP/IP, we will
be ahle to tap the enarmous amount of experience that has
been gained (and made public) with it over its 10+ year
evoluton. If instead we adapt X.75 and the higher layers
of X.25, we will be farced to sdve (or endure) many of
its deficiendes in an ad-hoc, unique and time consuming
way.
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6. Appendix A
6.1 Dsiagram Eacapsulatisa

any datagram /
of increasing the 256 byte fragment size limit is a
subject for future study.

Gateways may chocse to fragment datagrams t
sizes less than 256 bytes when necessary to increase
the chances of successful transfer over links with
hi&h’t errar rates; however, this should be done as
a last resort.

3. The choice between the use of an I ar a Ul frame
for the transmission of a datagram is made by
examination of the "Qlass of Service” bits in the IP
header. Datagrams with the “Reliability” bit set to
e must be sent via I frames over regular AX.25
Level Two comnections. Dat with the "Low
Delay” hit set to one must be senr in Unnumbered
Information (UI) frames. If neither or both bits are
set, then each link node may make its own choice
between I and Ul frames based on local
oansiderations.

The interpretation of the “Throughput” bit is a
subject for future study; in the meantime it should
be 1gnored.

4, Buffer space permitting, each Level Two

{:?lammim should be able to accept and process

frames containing IP datagrams whenever they

are received, whether ar not a regular Level Two

camecion exists with the sending station or ary
other station.

5. AX.25 Level Two cormections may be estatlished on
demand when needed to transmit datagrams with the
reliahility bit set, or they may be continuously
m:imaimd;disisalocalg:ﬁmwbe a by
the stations cancemned. o AX.25 1 Two
conneczion is to be taken down, each station should
make every effort possile to ensure that any

outstanding  dat sent via I frames (i.e,
datagrams with "reliability" bit set) have been
sent and acknowledged before gaing inmto the
disconnected state.

1 It may be occasi necessary to use an IP gates
et R AR mﬁﬁo s E’?‘;?
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6. There is no effat to mzintain Level Two
connections ccrxupondinﬁm any end-to-end virtual
circuits that may exist at higher protocd levels.

6.2 Address Recolatien Pretecel

Whenever a station needs to determine the AX.25 Level
Two address (i.e., the amateur radio callsign) of another
station in its local area coer ing to0 a given Internet
address, it shall use the A Address Resolution
Protocol (ARP) as described in RFC 86. The value of
dae"hardwaretype"ﬁddinmARPEnckahasbeen
assigtned by ARPA to be 3, meaning "Amateur Radio
AX25",

Each ARP broadcast and reply packet is sent in a separate
%ﬁm'mh:ndy afw(ld)tp:c:xxzs WI.ZIDRESS

, which i set to denoting

The contents of the AX.25 Level Two destination field to
be used for all broadcast packets (induding ARP) shall be
"QBT" with SSID 0.



