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ABSTRACT

The anount of store-and-forward traffic in the Amateur Radio Packet
Network has increased to the point where significant optimzation of
the nessage forwarding scheme for packet bulletin board and other
servers is required. The purpose of this paper is to present an
enhanced nessage forwardi ng system which we call the "eXtended Mil
Transfer Protocol™ or XMIP which addresses this requirenent.

Further, an overall client/server nodel is included as a possible
|nplenﬁntation enhancenment to systens which plan to inplenment this
pr ot ocol .

| NTRCDUCTI ON

In the current Amateur Packet Radio Network there are servers which
are usually based on M5-DOS conputers which use the ARRL AX. 25 Link
Layer Protocol to nove store-and-forward nessages across the network.
The ROSE X 25 networking protocol is used in the authors' network and
for the exanples in this paBer, but any of the other common
networ ki ng protocols could be substituted.

The basic application environnent architecture for the evolving
ROSErver environnent depends on the ROSE X 25 and the AX 25 protocol
to convey bits and bytes. Over these connections (or "path" for al
you connectionless folks), the RoSErver environnment uses a
client/server protocol called "Serialized Transaction Interface
Protocol™ or S-TIP to provide a renote operations invoker/responder
facility. One of the "users" of S TIPis XMIP. XMIP depends on the
underlying services of S TIP to provide the facilities of a
transaction nmonitor. These functions include signaling and
verification of transaction conpleteness, confirmation delivery if
required by the S-TIP user, transfer syntax signaling including
conpression, application addressing, and application capability
negoti ation between systens.

S-TIP will be described in a future paper, but it is based on sone of
the concepts and capabilities of CCTT X 219/ X 229 Renote Operations
Services, Sun Microsystems' Renote Procedure Call (RPC) and the
comuni cations facilities of the "MINIX" operating system

The role of XMIP is to provide a uniform and extensible platform for
the novenent of store-and-forward traffic. XMIP can be I nplenented
using the current nessage header data, but the use of additiona



header elenments as found in either the CCTT X 400 Message Handliny
System and RFC-822 is strongly recommended. The convergence of these
two protocols as outlined in rRrc-987, RFCG-1138 and RFC- 1148 woul d
facilitate the automatic interface of a great body of existing osI
and Internet software and systens. (ateways are only a part of the'
benefit. The software available would inprove the user Interface,
add nultiple personal nail delivery and conference services, allow
for mxed graphical, voice and text nmessages, as well as other
interesting features.

XMIP FEATURES

XMIP provides for the rapid transm ssion of store-and-forward _
messages between systens. The data fl ow diagrammes inlcuded in this
paper illustrate the connection-oriented process, but the same basic
procedure could be used in connectionless or "multicast" environnents.

The current dial ogue between store-and-forward siftens causes systens
to send and wait for a response. In nost networks, the network
transit delay is high and this wastes time. In order to reduce this
| oss of time, XMIP optimzes the dialogue by reducing the nunber of
times that a transaction "holds-up" the data flow during a forwarding
cycle. The basic changes that XMIP brings to the store-and-forward
message environment are:

1. The pre-registration of the capabilities of a system elimnates
the need to exchange them before each data transfer. The current
"ssID" or Smart System | D which is sent in brackets "[...]" at the
start of every session is now elimnated except when such a nessage
is received fromthe other system This allows for backwards
conpatibility as well as for the recovery of peer system capability
information after a crash or change.

2. The headers of all mail queued for forwarding are sent in a single
exchange. Currently, systems send a short header including the
Bulletin or Message ID and wait for a "go/no-go" response.- After
receipt of a "go", the system sends the nessage and then waits for an
acknow edgenent before sending the next header.

3. XMIP supports sinultaneous bidirectional forwarding. This
reduces the store-and-forward transfer tine significantly by filling
both directions of the channel at the sane tine.

Sonme have suggested that all messages should be conpressed into a
single file and then transmtted. This could lead to very large
transfer files and possibly cause the less than timely delivery of a
particul ar nessage. XMIP 'subm ts each nessage to s-TIP as a separate
transaction. FEach transaction is conpressed, transferred, and
deconpressed by the underlying service provided by S-TIP. S-TIP does
not control this process, but sinply acts as directed by XMIP. As
such, if future changes to XMIP include the transfer of multiple
messages in a single conpressed package, then S-TIP wl

transparently handle the requirenent.



XMIP FLOW DI AGRAMVES

XMIP suEports three basic nodes of operation: Sinple Forwarding,
Pol I ed Forwarding and Duplex Forwarding. This section outlines the
data flow process for each node. The flow diagrammes along wth

a general architecture figure are at the end of this paper.

SI MPLE FORWARDI NG CASE

In the Sinple forwarding case, the connection is established and then
a Mail-QEvent-Report is sent to the receiving system This report
summarizes all mall traffic for that system It provides information
which allows the receiving systemto determne the ﬂriority which it
will use to receive these nessages, as well as if there is sufficient
space and if the nessage is a duplicate. The nessage elenents are
outlined in the "xMTP DATA ELEMENTS" section of this paper. The
receiving systemthen sets the aﬁgropr|ate status for each nessage on
the sending system by sending a Mail-Q Set-Status nmessage. The
sending system then starts to send each nessage as
Mai | - Create-Requests w thout waiting for individual acknow edgenents.
It should be noted at this point that what the sending systemis
doing is creating a nessage just |like the one it has, on the
receiving system The receiving system can then send
Mai | - Log- Event - Report - Request nessages reflecting the successful
recei pt of one or nore messages. his may be repeated as additiona
messages are received.

SI MPLE POLLI NG CASE

In the Sinple polling case, the connection is established and then a
Mai | - Q- Set-Request is sent to trigger the "sending" systeminto
providing a |list of queued nmessages. The sending system then sends a
Mai | - Q Event-Report to the receiving system as was done in the Sinple
Forwar di ng case. The receiving system then sets the appropriate
status for each nessage on the sending system by sending a

Mai | -Q Set-Status nessage. The sending system then starts to send
each nessage as Mil-Create-Requests wthout waiting for individua
acknow edgenments. It should be noted at this point that what the
sendi ng s%sten1|s doing is creating a nmessage just like the one it
has, on the receiving system The receiving system can then send

Mai | - Log- Event - Report - Request messages reflecting the successful
recei pt of one or nore nessages. his may be repeated as additiona
messages are received.

DUPLEX FORWARDI NG CASE

In the Duplex forwarding case, the flowis the sanme as in either or
both of the other two cases, but data is allowed to flow in each

direction at once.
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XMIP DATA ELEMENTS

[S-TIP-.../XMTP-...]

This is the Smart System | D nessage el ement included in the "(J"

nessage exchan%F perforned after connection tine. This signals each
side that S TIP and xMTP Services are available and that the Application
Manager Managed (bject is present. Specific selection of a suitable
string i s needed.

S-TI P Header

The S TIP Header is based on the osr nodel and uses the
connectionless, Unit-Data Services to inplement the protocol. Each
Protocol Data Unit (PDlé) is sent to the service interface by an
application, and then delivered to a peer application entity. Sone

mnimal state information about the PDU is naintained b)é the STIP
provider. Sone changes and enhancenents are currently being
inpl enented. Pl ease contact the authors for the revised format.

S-TIP Header ::= SEQ OF {
Network- Source Address, Dest Address, Header Chk,
Data Length

Transport- Source Address, Dest Address, Checksum
Session- Source Address, Dest Address
Presentation- Source Address, Dest Address, PCI
Application Context Nane _
eration Code /* Such as mail nessage type */
de /* Best Effort, Atomc, etc. */
InvokeID /* This is a transaction nunber */
}

Mai | - @ Event - Report

This nessage is a notification sent b)ﬁ_ a systemto signal the other
system of the availability of mail. This nessage may I sent any time
during a comunication. ‘The format is as foll ows:

Mai | - Q Event - Report ::= SEQ OF {
S-TIP Header _
Qbject Cass = Mil-Q Summary-Record
(bj ect Instance = SystemName&RecordID
Operation Time = UTC
Qperation Type Mai | - @ Event - Repor t
Qperation Data SET OF Mail-Q Record

)



Mai | -Q Record ::= SEQ COF {
oject dass = Mil-Q Record
(bj ect Instance = Miil-Q Recordl D
Date/ Time = UTC
Hol d Date/ Tinme = UTC
Mail Type ::= CHOCE ( P, T, B
Status ::= CHOCE (Y, N, D K . ..}
QStatus ::= CHOCE{ G R H, o)
Sl ze = Unconpressed Byte Count
To = FullyQualifiedAddressee
From= FullyQualifiedAddressee
Subj ect = OctetString
Path = SEQ OF { Mail -Q Recordl D)
}

Mai | - Q Recordl D ::= SEQ OF {
ssage Nunber
n"nuwn

SystemID
}

Ful l yQual i fiedAddressee ::= SEQ OF (
CHO CE { callsign | ApplicationName )
Devi ce ::= callsign + Unique ldentifier
Organi zation ::= Octetstring /* the # stuff */
Locality ::= CHOCE ( State | Province | etc. }
Country ::= IS03166-Alpha-2
)

Subj ect = oOctetstring

The default values for Q Status and Hold Date/ Tinme are "H" and "o".
Q Status values are: G for CGet, R for Renove and H for Hol d.

Mai | - Q Set - Request

This message signals the other systemto alter the status of

Mai | -Q Record Q Status attribute. This change can cause a mail
nmessage to be held until a later time (H), renoved sR), or retrieved
(G). The default values for Q Status and Hold Date/ Tine are "H" and
"o". This message may be sent anytine during a communication. The
format is as follows:

Mai | - Q Set - Request ::= SEQ OF (
S-TI P Header
oject Oass = Mil-Q Record
oj ect I nstance = SystemName
(peration Type = Mil-Q Set-Request
Qperation Data = SET OF Mail-Q Status
}

Mai |l -Q Set-Status ::= SEQ OF {
oject Cass = Mil-Q Record
Cbi ect Instance = Miil-Q Recordl D
Hol d Date/ Time = UTC
QStatus ::= CHOCE{ G R H ce.)
}



Mai | - Or eat e- Request

This nessage signals the other systemto create a new mail object.
The default values for Q Status and Hold Date/ Tinme are "H"_and_"o".
This mfasisielge may be sent anytime during a communication. The format
is as follows:

Mai | - Creat e- Request ::= SEQ OF ¢
S-TIP Header _
(bject Cass = Mil-Record
(o) ect Instance = Mail-Q Recordl D

Qoeration Tine = UTC
Qperation Type = Mil-Create-Request
Qperation Data = SEQ OF {

Mai | - Q Record

Message- Body
)
}

The default values for Q Status and Hold Date/ Tine are "H" and "o".
The (bject Instance (Record ID) of the Mil-Create-Request is the
nmessage number used on the local system The sender will always use
its local message nunber. The receiver will replace the received
message number with its own |ocal val ue.

Mai | - @ Set - Request

This nessage signals the other system to send the |ist of
Mai | - Q Records. _This nessage may be sent anytime during a
communi cation. The format 1's as follows:

Mai | - @ Set - Request ::= SEQ OF ¢
S-TIP Header _
Object Cass = Mil-Q Record
Qo) ect I nstance = SystemName
Qperation Type Mai | - Q@ Set - Request
Qperation Data SET OF { Mail-Q RecordI D }
)

Mai | - Q Set - Response

This message is the response to the request for a list of
Mai | - Q Records. The format is as follows:

Mai | - Q Set - Response ::= SEQ OF ¢
STIP [Izieader _Q
Cbj ect Cass = Mil-Q Summary- Record
oj ect Instance = SystemName&RecordID
Qperation Tine urcC
Qperation Type Mai | - @ Event - Report
Qperation Data SET OF Mail-Q Record
}
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eXtended Mail Transfer Protocol (XMTP)

Simple Forwarding Case

System A System B
> Connection Request >
< Connection Accept <
> Mail-Q-Event-Report >
< Mail-Q-Set-Request <
> Mail-Create-Request (Msg_1) >
> Mail-Create-Request (Msg_2) >
> Mail-Create-Request (Msg_3) >
> Mail-Create-Request (Msg_4) >

< Mail-Log-Event-Report-Request (1-4) <



extended Mail Transfer Protocol (XMTP)

Simple Polling Case

System A System B
< Connection Request <
> Connection Accept >
c Mail-Q-Set-Request <
> Mail-Q-Event-Report >
< Mail-Q-Set-Request <
> Mail-Create-Request (Msg_1) >
> Mail-Create-Request (Msg_2) >
> Mail-Create-Request (Msg_3) >
> Mail-Create-Request (Msg_4) >

< Mail-L og-Event-Report (I-4) C



eXtended Mail Transfer Protocol (XMTP)

Duplex Forwarding Case

System A System B
> Connection Request >
< Connection Accept <
> Mail-Q-Event-Report >
< Mail-Q-Event-Report <
< Mail-Q-Set-Request <
> Mail-Q-Set-Request >
> Mail-Create-Request (Msg 1) >
< Mail-Create-Request (Msg_A) <
> Mail-Create-Request (Msg_2) >
< Mail-Create-Request (Msg_B) <
> Mail-Log-Event-Report (A-B) >
> Mail-Create-Request (Msg_3) >
> Mail-Create-Request (Msg_4) >
< Mail-Log-Event-Report (1-4) <
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